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High-quality medical record data are essential for 
their primary purpose of supporting clinical care, 
as well as for important secondary uses such as 

clinical quality-improvement studies, disease surveillance 
and research. Pharmacoepidemiologic research traditionally 
has relied on administrative databases such as Canada’s 
National Prescription Drug Utilization Information System1 
or provincial or regional sources such as the Pharmaceutical 
Information Network in Alberta.2 Although these databases 
have the advantage of covering nearly entire populations, 
they contain information for dispensed medications only, 
and not prescriptions that were issued but not filled. Dis-
pensing data can also be challenging to use, as they may be 
constrained by different types of drug coverage for various 
age groups across time and jurisdictions. With an estimated 
85% of family physicians reporting use of an electronic 
medical record (EMR) system in their practice,3 the data 
contained in primary care EMRs provide a novel oppor-
tunity to better understand prescribing patterns, health care 

delivery and patient care in the community, where the 
majority of encounters with the health care system occur.4 
However, the value of EMR data for any purpose, especially 
when derived from multiple providers, systems or jurisdic-
tions, can be limited, as their quality is highly variable, and 
advanced processing and data standardization are usually 
required before analysis can take place.5

Machine learning is a novel way to accurately standardize 
prescribing records from large primary care EMR data sets. 
The objective of this study was to build and validate a 
machine-learning tool that would code medication text from 
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Background: Most antibiotics dispensed by community pharmacies in Canada are prescribed by family physicians, but using the 
prescribing information contained within primary care electronic medical records (EMRs) for secondary purposes can be challenging 
owing to variable data quality. We used antibiotic medications as an exemplar to validate a machine-learning approach for cleaning 
and coding medication data in a pan-Canadian primary care EMR database.

Methods: The Canadian Primary Care Sentinel Surveillance Network database contained an estimated 42  million medication 
records, which we mapped to an Anatomic Therapeutic Chemical (ATC) code by applying a semisupervised classification model 
developed using reference standard labels derived from the Health Canada Drug Product Database. We validated the resulting ATC 
codes in a subset of antibiotic records (16 119 unique strings) to determine whether the algorithm correctly classified the medication 
according to manual review of the original medication record.

Results: In the antibiotic subset, the algorithm showed high validity (sensitivity 99.5%, specificity 92.4%, positive predictive value 
98.6%, negative predictive value 97.0%) in classifying whether the medication was an antibiotic.

Interpretation: Our machine-learning algorithm classified unstructured antibiotic medication data from primary care with a high 
degree of accuracy. Access to cleaned EMR data can support important secondary uses, including community-based antibiotic pre-
scribing surveillance and practice improvement.
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Canadian primary care EMR data to codes of the Anatomical 
Therapeutic Chemical (ATC) classification, a well-established 
medication classification system used internationally.6 We 
selected a subset of coded medication records relating to anti-
biotics for manual validation. Our rationale for focusing on 
enhancing antibiotic medication data was threefold. First, 
antibiotic use and stewardship is an important and timely 
topic that requires high-quality data in order to be studied 
effectively. Second, given that nearly two-thirds of all anti-
biotics dispensed by community pharmacies in Canada are 
prescribed by family physicians,7 this represents a key sector 
where we can focus practice-improvement reporting and 
initiatives. Third, antibiotic medications are one of the more 
complex categories within the ATC system; this is because 
antibiotics can span multiple target systems and include many 
combination products, making the coding process less 
straightforward and prone to error.

Primary care EMR data are the only source of information 
about prescribed medications (not just what was dispensed in 
a pharmacy), which is a critical gap in our understanding of 
antibiotic prescribing patterns and constitutes a necessary 
component of a robust antibiotic surveillance and research 
system for Canada.8 We aimed to provide a fundamental first 
step toward advancing antibiotic prescribing surveillance and 
research in Canada by improving the quality of prescribed 
medication data available.

Methods

Data source
The Canadian Primary Care Sentinel Surveillance Network 
(CPCSSN) was established in 2008 with a mandate to build a 
repository of de-identified primary care EMR data available 
for research, surveillance and quality improvement.4,9 The 
network currently extracts EMR data from more than 
1400 sentinel family practices across Canada, including longi-
tudinal information from nearly 2  million Canadians. The 
CPCSSN data included in this study were collected in 7 prov-
inces: British Columbia, Alberta, Manitoba, Ontario, Quebec, 
Nova Scotia, and Newfoundland and Labrador (further infor-
mation about the number of sites and types of EMR systems 
are provided in Appendix 1, Supplementary Table S1, avail-
able at available at www.cmajopen.ca/content/11/5/E1020/
suppl/DC1). The data for this study were extracted from 
12  different EMR systems on June 30, 2020, as part of 
CPCSSN’s routine biannual extractions. Included were 
patient demographic characteristics, physical measurements 
(e.g., height, weight, blood pressure), prescribed medications, 
symptoms and diagnoses recorded during patient visits, billing 
claims and laboratory results.10

Since EMRs are designed for direct patient care and not 
for secondary purposes, CPCSSN has developed an extensive 
suite of cleaning and processing algorithms to convert raw 
EMR data into coded information and to apply disease case 
definitions to the database. These processes have been 
described elsewhere.5,10,11 Briefly, they include algorithms that 
map text strings to standard classification and terminology 

codes, including those of the International Classification of Dis-
eases, Ninth Revision for diagnoses and Logical Observation 
Identifier Names and Codes for laboratory results, in addition 
to general data cleaning (e.g., standardizing dates) and trim-
ming values (e.g., blood pressure, height, weight) to fit within 
plausible ranges. Medication data were previously standard-
ized to the ATC system6 by means of a simple pattern-
matching approach that assigneed ATC codes to medication 
names found in the original EMR text, creating a new 
“CPCSSN-coded” field of ATC codes and names. Although 
this approach was seemingly effective, it is a cumbersome pro-
cess that is expensive to both implement and update regularly; 
for instance, new medications would need to be added manu-
ally to the pattern-matching algorithm code.

In the present study, we used all medication data in the 
CPCSSN database (about 42  million records containing 
2.4 million unique medication names), which included records 
dating from 1981 to 2020, although most medication records 
(95%) were from 2008 onward. In general, most EMR sys-
tems offer a drop-down box or user-assisted auto-complete 
functions for entering medication information, resulting in 
relatively structured data. Many systems also provide a user 
override mechanism to support nonstructured data entry.

Stage 1: Map all medication data to Anatomical 
Therapeutic Chemical codes
For the machine learning–based classifier developed for this 
study, we used the Health Canada Drug Product Database 
(DPD)12 as the reference standard to which all medications in 
the CPCSSN database were mapped. The DPD, which is 
updated nightly, contains all drug products approved for 
human use in Canada and is available in comma-separated-
values format from the Health Canada website.12

We used the fastText open-source library version 0.9.2 
(Facebook) to develop the machine-learning model for 
cleaning and coding the unstructured medication text in the 
CPCSSN database.13 We considered other, similar models, 
such as scikit-learn,14 but fastText was most suited for the 
CPCSSN database in that it is fast and efficient when stan-
dard computing infrastructure is used, it is able to handle 
new (or “out of vocabulary”) words, and it can leverage 
morphemes such as prefixes and suffixes when training 
word-embedding models. Word embeddings are a useful 
technique in language modelling that can represent words 
from a document in a machine-readable (i.e., numeric) way, 
while also capturing the context of those words in relation 
to other words.

We used a large corpus (n = 2 419 786) of uncoded medi-
cation name text selected from the CPCSSN database to 
include any and all references to antibiotic medications to 
train a skip-gram word representation model. Skip-gram 
models are a type of word embeddings that use an unsuper-
vised or semisupervised learning approach to predict the con-
text (i.e., surrounding) words given a target (i.e., input) word. 
We then used the skip-gram model to build a semisupervised 
classification model using multinomial logistic regression, 
with labels derived from the DPD. The labelled data set used 
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for training and validation (n = 151 296 records) included val-
ues sourced from the DPD, such as brand and generic names, 
in addition to medication names in the CPCSSN database 
that we had previously coded using simple pattern and prefix 
matching from the DPD. We iteratively refined the model 
through 5  rounds of review. At each round, the team was 
engaged to evaluate whether the model was appropriate and 
to review sources of potential disagreement between the clas-
sification from the model and the reference standard (DPD).

Stage 2: Validation with a subset of antibiotic 
records
We drew all 16 119 unique medication names present in any 
antibiotic category from the CPCSSN data; this accounted for 
159 unique ATC codes for antibiotics. A reviewer with a back-
ground in public health and nursing was trained on the organ-
ization and function of the ATC coding system and, after 
several practice sessions with the study team, was asked to 
manually indicate in an Excel (Microsoft) spreadsheet whether 
the algorithm (once applied to the data set) had produced the 
correct ATC code, given the medication name, strength, dos-
age, frequency and route of administration information avail-
able in each of the 16 119 medication records from the raw 
(unprocessed) EMR data. In cases in which the reviewer was 
unsure whether the match was correct, a consensus was sought 
with 2 other study team members (M.T., S.G.). In cases in 
which the reviewer was unsure whether the match was correct, 
a secondary review was conducted with 2 other study team 
members (M.T., S.G.) to achieve consensus on whether the 
algorithm correctly coded the medication text as an antibiotic 
or not an antibiotic. We calculated sensitivity, specificity, posi-
tive predictive value (PPV) and negative predictive value 
(NPV) from the binary comparison of the algorithm-derived 
ATC code to the reviewer’s verification (i.e.,  whether the 
ATC code correctly identified an antibiotic medication).

We used Python 3.9 (Python Software Foundation) for 
text processing. We generated the confusion matrix with 
PostgreSQL 11 (PostgreSQL Global Development Group), 
an-open source relational database system hosted on physical 
servers at Queen’s University, Kingston, Ontario.

Ethics approval
This study received approval from the University of Calgary 
Conjoint Health Research Ethics Board (REB20-1316).

Results

The validity of the machine-learning algorithm compared to 
manual review of each of the antibiotic medication records 
(i.e.,  whether the correct ATC code was assigned to the 
record) is shown in Table 1. Overall, the algorithm per-
formed very well, with a sensitivity of 99.5%, specificity of 
92.4%, PPV of 98.6% and NPV of 97.0%. In total, 
270  records were inaccurately classified (false-positive and 
false-negative results). In a simple post hoc analysis of these 
270 records, we found that some did not refer to antibiotics, 
some were identified as an antibiotic but were misclassified 
as the incorrect type of antibiotic, and some were the wrong 
medication entirely. For example, hydrocortisone in the 
original (raw) EMR data was sometimes coded as an anti-
biotic because the algorithm learned to code combination 
medications that included both an antibiotic and hydrocorti-
sone. Another false-positive issue (although much rarer) was 
when the algorithm coded certain abbreviations in the raw 
EMR data, such as T1D (type 1 diabetes) and T3 (Tylenol 3 
[aceta minophen–codeine, Janssen Pharmaceuticals]), as the 
topical antibiotic acne treatment T-Stat (erythromycin, 
Bristol-Myers Squibb Canada).

Interpretation

This study presents a new method for standardizing medica-
tion records in a Canadian primary care EMR database, with 
validation conducted on the subset of antibiotic records. 
Other medication-coding tools have been developed with the 
use of similar artificial intelligence methods applied to EMR 
databases, primarily from the United States and often trained 
on hospital or specialist data.15 The high sensitivity (99.5%) 
and specificity (92.4%) of our algorithm is comparable to 
those of many of these medication classifiers, including the 
MedXN (Medication Extraction and Normalization) system 

Table 1: Confusion matrix comparing the machine-learning algorithm to the reviewer confirmation of 
Anatomic Therapeutic Chemical–coded antibiotic medications in the Canadian Primary Care Sentinel 
Surveillance Network database

CPCSSN algorithm

Human review; no. of records

Yes (antibiotic)
No (not an 
antibiotic)

Yes (antibiotic) 13 451 197 PPV 98.6% True positive 
13 648

No (not an antibiotic) 73 2398 NPV 97.0% True negative 
2471

Sensitivity 99.5% Specificity 92.4%

Note: CPCSSN = Canadian Primary Care Sentinel Surveillance Network, NPV = negative predictive value, PPV = positive predictive 
value.
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(F-measure 0.9 for dosage and 0.84 for frequency), Merki 
(0.94 precision, 0.825 recall), MTERMS (0.9 precision and 
recall) and MedEx (95% precision, 92% recall), although 
these vary by setting, data source, types of medications and 
natural language–processing method.15,16

The output of this algorithm (i.e.,  mapping the correct 
ATC code to a medication record) was intended primarily to 
support more robust secondary analysis of medication data 
within the CPCSSN database. Although the high PPV also 
suggests potential for use in clinical practices, the ideal 
scenario would be integration of this algorithm within clinical 
information systems to facilitate better coding functionalities 
in the backend, which could then be used by clinical staff for 
easier medication searching by ATC code and, subsequently, 
would help to enhance practice-improvement initiatives.

We focused the evaluation component on antibiotic pre-
scribing, as it is a common activity in primary care and is also 
one of the more complex types of medication records in that 
there are several drug classes and multiple routes of adminis-
tration (e.g.,  creams, pills), and these drugs are often com-
pounded with other medications. Although the algorithm 
showed overall high PPV and sensitivity, one of the more 
challenging areas was in mapping correct ATC codes to com-
bination medications. There is much less consistency in how 
these types of medications are documented in the EMR, 
owing to the unique customization that can occur with drug 
compounding.

In the future, we aim to conduct a manual validation of 
additional medication classes. Since machine learning is highly 
dependent on the training data used, our access to a large pan-
Canadian data source reinforces confidence that our machine-
learning algorithm will be able to accurately classify additional 
medication data from various regions and different EMR sys-
tems. With the use of the DPD as the reference standard, this 
ensures that newly approved medications will be immediately 
included in our classifier in the future. The machine-learning 
method described here will also be useful in expanding our 
standardization processes to include other fields in the CPC-
SSN database, such as laboratory values and diagnoses.

The use of coded EMR data from primary care practices 
provides a novel and efficient way to conduct antibiotic pre-
scribing surveillance in Canada. In the future, we may link 
regional CPCSSN data with health administrative data, such 
as the Pharmaceutical Information Network, to create more 
robust data sets that capture a more complete trajectory of 
diagnoses, prescriptions and dispensed medications. This 
work will also inform the development of machine-learning 
methods to code and classify the rest of the prescribed medi-
cation data in CPCSSN, as well as other types of data in 
EMRs such as diagnoses, medical procedures and referrals. 
The potential of this approach to improve EMR data quality 
for almost every secondary purpose is clearly substantial.

Limitations
The CPCSSN is not without limitations: it does not include 
all practices, providers or patients; rather, it is a sample of 
providers willing to contribute de-identified EMR data for 

surveillance and research. Generally, the CPCSSN database is 
reasonably representative of patients (with slight overrepre-
sentation of females and older adults) and providers (who are 
more often younger, female and in an academic practice).17 
Although the validation was conducted on 1 medication class 
only (antibiotics), this is a more difficult set of medication 
records to classify with an ATC code and, thus, more prone to 
errors. However, our model produced statistics with high 
validity, which lends some confidence that this method will be 
accurate for other types of medication classes. Our machine-
learning algorithm may not be directly portable to other data 
sources or settings, or in practices with low antibiotic pre-
scribing, which would likely reduce the PPV. However, given 
that 12  different primary care EMR systems from multiple 
provincial contexts were included in the CPCSSN database, 
we are relatively confident in the robustness of our model. 
Last, the machine-learning model classifies only prescribed 
medications listed in the DPD. There may be other, nonpre-
scription medications in the medication table, as well as notes 
unrelated to medications (e.g., use of compression stockings, 
massage therapy recommendation), that would not be classi-
fied with this approach.

Conclusion
Our machine-learning algorithm classified unstructured anti-
biotic medication data from primary care with a high degree 
of accuracy. When applied to the national CPCSSN database, 
the use of this algorithm will help to provide more robust data 
for pharmacoepidemiologic research and clinical quality 
improvement, and will be transferrable to other conditions 
and other data in the record.
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